Detection of neovascularization in retinal images using multivariate m-Medioids based classifier
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A B S T R A C T

Diabetic retinopathy is a progressive eye disease and one of the leading causes of blindness all over the world. New blood vessels (neovascularization) start growing at advance stage of diabetic retinopathy known as proliferative diabetic retinopathy. Early and accurate detection of proliferative diabetic retinopathy is very important and crucial for protection of patient’s vision. Automated systems for detection of proliferative diabetic retinopathy should identify between normal and abnormal vessels present in digital retinal image. In this paper, we proposed a new method for detection of abnormal blood vessels and grading of proliferative diabetic retinopathy using multivariate m-Medioids based classifier. The system extracts the vascular pattern and optic disc using a multilayered thresholding technique and Hough transform respectively. It grades the fundus image in different categories of proliferative diabetic retinopathy using classification and optic disc coordinates. The proposed method is evaluated using publicly available retinal image databases and results show that the proposed system detects and grades proliferative diabetic retinopathy with high accuracy.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Diabetic retinopathy (DR) is a progressive eye disease that is caused by the increase of insulin in the blood and can cause blindness if not detected timely \cite{1}. DR is also caused by the microvascular complication of diabetes and it is one of the main sources of vision impairment. A number of studies have shown that DR is one of the major causes of blindness in industrialized countries \cite{2}. One out of five patients with newly discovered type II diabetes has DR at the time of diagnosis, where DR almost never occurs in first five years after diagnosis of type I diabetes \cite{1}. The common symptoms of diabetic retinopathy are blurred vision, floaters and flashes, and sudden loss of vision \cite{3}.

Healthy retina contains blood vessels, optic disc (OD), macula and fovea as main components \cite{2} whereas an affected retina may also contain different signs of DR. DR is broadly divided into two stages i.e. non proliferative diabetic retinopathy (NPDR) and proliferative diabetic retinopathy (PDR). NPDR also known as background DR contains the early signs of presence of DR such as microaneurysms and dot haemorrhages caused by the breaks in tiny small vessels called capillaries \cite{4}. As the disease progresses, more signs of DR appear such as hard and soft exudates which are caused by the leakage of fats and proteins on the surface of retina known as severe NPDR. PDR is an advanced stage of DR and it is divided into two stages; i.e. neovascularization on optic disc (NVD) and neovascularization elsewhere (NVE) \cite{4}. In PDR, retina sends signals for nourishment of oxygen deprived areas. As a result of this, new blood vessels start growing in different regions of retina to supply blood which is a good thing but these new vessels are weak and their walls are thin and fragile. These infant vessels may easily start leaking blood on surface of retina and cause severe vision loss, even blindness \cite{5}. Fig. 1 shows digital images of healthy retina and retina affected with PDR.

Digital retinal images are used in computer aided diagnostic (CAD) systems for screening of DR and its different stages. Different signs of NPDR and PDR appear with different properties on the surface of retina and it is the goal of CAD systems to identify these signs for timely and accurate treatment of DR. A number of fundus image databases are publicly available for the purpose of evaluation and testing of proposed systems for the diagnosis of retinal diseases. Fig. 2 shows digital images of healthy retina and retina affected with PDR.

A number of computer aided diagnostic systems have been proposed in literature for early detection of DR and lesions related to NPDR \cite{6–10}. All these systems covered early signs of DR such as microaneurysms and exudates. Although it is important to detect DR at its early stage, however early detection of PDR is also very important to save patient’s vision. Only a few studies have been
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carried out on PDR. Goatman et al. [11] proposed a method for automatically detecting new vessels on the optic disc by detecting blood vessels and using support vector machine to categorize a vessel segment as normal or abnormal. They presented a good set of features to detect neovascularization but limited their scope with NVD only. This limitation makes it relatively easy to detect abnormal vessels from a specific region of interest instead of looking for abnormal vessels from whole image. A multiscale amplitude-modulation–frequency-modulation (AM–FM) based method for discriminating between normal and pathological retinal images containing neovascularization was presented in [12]. They used only 120 regions from just 15 images with different DR signs and classified those signs into different categories. A study on 27 fluorescein angiogram images was done by Jelinek et al. [13] to examine vascular pattern characteristics to detect PDR. Nayak et al. presented a simple artificial neural network based method for detection of PDR with help of just blood vessel area and perimeter [14]. A small database of 36 images was used and they achieved 90.91% accuracy. Although [12] and [14] have presented the methods for neovascularization, they focused a little bit on accurate extraction of blood vessels which is the core for detection of abnormal vessels.

Computer aided diagnostic system for PDR should be able to detect blood vessels accurately. A number of methods have been proposed for blood vessel detection and segmentation [15–19], but detection of neovascularization is still a difficult problem. Blood vessel extraction algorithms normally contain two parts, first is enhancement of blood vessels and second is the segmentation and classification of vessel pixels. Chaudhuri et al. [18] proposed a matched filter based method for blood vessel detection and it has been widely used for extraction purposes but it has been unable to find small blood vessels. Later, a threshold probing based technique was presented in [19] to improve the accuracy of matched filters. They analyzed the region based features of vessel structure. Mendonca et al. [20] used a first order derivative of Gaussian filter and a modified top hat operator for blood vessel enhancement and segmentation. Another probing algorithm using multithresholds was presented in [21].

The existing methods which we have discussed here with respect to neovascularization consist of different limitations such as (i) very little focus is given to accurate blood vessel segmentation, (ii) only few of them have extracted reliable features for detection of abnormal vessels, (iii) NVE and NVD are not detected collectively using a common method, and (iv) the classification stage is not
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**Fig. 1.** Normal and abnormal blood vessel structures: (a) optic disc with normal vessel; (b) optic disc with abnormal vessels (NVD); (c) normal vascular structure; (d) abnormal vessels other than OD (NVE).

**Fig. 2.** Digital fundus image: left is normal retinal image with blood vessels and optic disc. Right image contains abnormal blood vessels.
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given any proper focus and it is done by using existing SVM or neural network. In contrast to all these limitations, we propose a complete new system for PDR detection and grading which is very rare in literature. Main contributions of proposed system are representation of abnormal vessels with detailed feature set and the use of new dynamic modeling technique for detection of abnormal vessels using multivariate m-Mediods based classifier. We propose a new set of features to differentiate between normal and abnormal blood vessels and combine it with OD detection to grade the fundus image in different categories of PDR.

The rest of the paper is organized as follows: Section 2 describes the proposed system and its all phases in detail. The evaluation of proposed system using different retinal image databases and performance parameters is done in Section 3 followed by conclusion in last section.

2. Proposed method

Proliferative diabetic retinopathy (PDR) is an advance stage which can lead to severe vision impairments. Automated systems with accurate detection of PDR are of great significance for in time detection and treatment of PDR to save patient’s vision. We present a computer aided diagnostic system for detection of abnormal blood vessels and grading of PDR. In start, the system performs preprocessing, blood vessel segmentation and optic disc localization. A detailed feature set to differentiate between normal and abnormal vascular segments is extracted using different features. We propose a new multivariate m-Mediods based modeling and classification approach for accurate classification of vascular segments. Finally, the system grades the fundus image as normal, NVD and NVE using OD coordinates and output of classification process. Fig. 3 shows a flow diagram of proposed system for detection of neovascularization.

2.1. Preprocessing

A digital color retinal image consists of a (semi) circular region of interest on a dark background. This dark background is initially never really black. It is important to distinguish between background and foreground, because feature extraction and abnormality detection algorithms only need to consider the foreground pixels. So it is necessary to remove the foreground from background. At the preprocessing stage, we create binary masks for background and noisy areas. The details regarding preprocessing method are given in [24]. Fig. 4(b) shows binary preprocessing mask for input fundus image.

2.2. Optic disc (OD) localization and detection

NVD is one stage in PDR in which new abnormal blood vessels start growing on optic disc so it is important for automated system

Fig. 3. Flow diagram for proposed multilayered thresholding technique for blood vessel segmentation.
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Fig. 4. (a) Digital fundus image, (b) background mask, and (c) optic disc localization.
to locate OD prior to classify PDR as NVD or NVE. OD appears as bright circular or elliptic region on fundus image and blood vessels originate from it. In the proposed system, OD is localized and segmented using averaging filter and circular Hough transform [25]. In OD localization, first original retinal image is preprocessed by averaging mask of size 31 × 31 in order to remove the background and lesion artifacts which can cause false localization and then maximum gray values from image histogram is detected because the gray values of OD are higher than the background values. Fig. 4(c) shows localized OD in fundus image.

2.3. Vascular pattern extraction

The last step in first phase of proposed system is vascular pattern extraction. It consists of vessel enhancement and segmentation.

2.3.1. Blood vessel enhancement

PDR is identified by the development of new abnormal blood vessels, so it is very important to extract the vascular pattern accurately. The vessels vary in terms of structure, shape and size so it is difficult to extract them. Thin blood vessels or capillaries are less visible than the normal blood vessels and require enhancement before extraction. Most of the times, matched filters (MFs) [18] are used for blood vessel enhancement but the drawback is that MFs not only enhance blood vessel edges but also enhance bright lesions. On the other hand, Gabor wavelets can be tuned for specific frequencies and orientations which is useful for both thick and thin vessels [22]. We have applied the Gabor wavelet using 2D continuous time wavelet transformation (CWT). The 2D CWT \( W_{\phi}(b, \theta, a) \) is defined in terms of the scalar product of \( g(x, y) \) with the transformed wavelet \( \Phi_{b,\theta,a}(x) \)

\[
W_{\phi}(b, \theta, a) = |C_{\phi}^{-1/2}| \int g(x, y) \Phi^*(a_{r,\theta}R)(R) d^2R
\]  

(1)

where \( j = \sqrt{-1} \) and the hat (\( \hat{\Phi} \)) denotes a Fourier transform. \( C_{\phi}, \Phi^*, b, \theta \) and \( a \) denote the normalizing constant, complex conjugate of \( \Phi \), the displacement vector, the rotation angle, and the dilation parameter respectively. \( r_{\theta} \) is two dimensional rotation along \( x \).

The mathematical functions for Gabor wavelet and its Fourier transform are defined as

\[
\Phi_C(x) = \exp(jR_0x) \exp\left(-\frac{1}{2} A|x|^2\right)
\]

(2)

\[
\hat{\Phi}_C(x) = (\det A)^{-1/2} \exp\left(-\frac{1}{2} (A^{-1}(R - R_0))^2\right)
\]

(3)

Here \( x = [xy]^T \) and \( R_0 \) is a vector that defines the frequency of the complex exponential. \( A = \begin{bmatrix} \epsilon^{-1/2} & 0 \\ 0 & 1 \end{bmatrix} \) with elongation \( \epsilon \geq 1 \) is a 2 × 2 positive definite diagonal matrix which defines the wavelet anisotropy and elongation of filter in any desired direction.

For each pixel position with fixed values of \( b \) and \( a \), the Gabor wavelet transform \( W_{\phi}(b, \theta, a) \) is computed for \( \theta \) spanning from 0° to 165° at steps of 15° and the maximum is taken.

\[
M_{\phi}(\theta) = \max(W_{\phi}(b, \theta, a))
\]

(4)

\( M_{\phi}(\theta) \) is the scale value is different for different databases and is calculated empirically for each database.

2.3.2. Blood vessel segmentation

The wavelet transformation enhances the blood vessels by giving high responses for vascular areas but still thick vessels have high wavelet response as compare to thin vessels. So it is hard to find one optimal threshold value for accurate vascular extraction without any supervised algorithm. This is of great importance especially in case of PDR as new abnormal blood vessels are normally very thin. We presented a recursive supervised multilayered thresholding-based method for accurate vascular segmentation [23]. The algorithm starts with an initial threshold value \( T \) using histogram of wavelet image such that it only keeps those pixels for which wavelet response is higher than \( T \). Next step performs vessel thinning using morphological operation [26] and finds edges by applying crossing number method given in equation

\[
E(p) = \frac{1}{2} \sum_{i=1}^{k} f(p_{\text{imod}}) - f(p_{i-1})
\]

(5)

where \( p_0 \) to \( p_k \) are the pixels belonging to a clockwise ordered sequence of pixels defining the 8-neighborhood of \( p \) and \( f(p) \) is the pixel value in thinned image, \( f(p) = 1 \) for vessel pixels and zero elsewhere. \( E(p) = 1 \) and \( E(p) = 2 \) correspond to vessel edge point and intermediate vessel point respectively. In next iteration, it lowers the threshold and keeps those vascular segments which are connected to the ones obtained in previous iteration. Following steps are then performed iteratively.

1) Compute thinned blood vessels by taking segmented blood vessels as an input.
2) Find out all vessel edges by removing false edges, small segments and validating the edges.
3) Calculate the difference image by subtracting the current thinned vessel image from the one obtained in previous iteration. Only keep those segments which are connected to vessel edges. If new added vessel segments are more than \( T_{\text{segment}} \) pixels add them. The value of \( T_{\text{segment}} \) is different for each database and is calculated empirically.
4) If no vessel segment is added, stop iteration otherwise set \( T = T - 1 \) and repeat steps 1–4.

The algorithm stops when there is not any significant change in vessels during two consecutive iterations. Final segmented image is used to create a gray level segmented image which contains selected blood vessels only with their original intensity values. An adaptive threshold is further applied to improve the segmentation accuracy and to generate a binary mask for blood vessel segmentation. Fig. 5 shows the flow diagram of proposed multilayered thresholding technique for vascular pattern segmentation.

Fig. 6 shows enhanced and segmented vascular patterns after the application of wavelet and multilayered thresholding. Vessel segmentation step makes sure that only true vessels are added in vascular pattern. The false structures which arises due to presence of any DR lesions such as microaneurysms, haemorrhages and exudates etc are removed by checking their connectivity with true vessels. Fig. 6 also shows the vascular pattern extracted by using multilayered thresholding technique in the presence of different DR lesions.

2.4. Feature set formulation

An automated system needs some properties of normal and abnormal blood vessels in order to distinguish between them. Abnormal blood vessels appear as a denser group of vessels and they normally are in form of small vascular segments. Vascular extraction stage tries to find as many blood vessel as it can so that small and thin blood vessel can also be included in classification stage. For an automated system to distinguish between healthy and unhealthy vascular segments, a feature set is formed for each candidate segment. Here the blood vessels are the general vessels which appear in fundus images. Blood vessel segments or vascular segments mean a specific portion of blood vessel which lies within a region of interest which is a square window of size \( w \times w \) and \( w \)
is calculated empirically for each database such that it captures all local variations in a vessel. Candidate segment is blood vessel segment which is currently under consideration for feature extraction or classification.

Each candidate segment is considered as sample for classification and represented by a feature vector. If a retinal image $\chi$ contains $k$ candidate blood vessel segments, then the set representation for an image $\chi$ is $\chi = \{ u_1, u_2, u_3, \ldots, u_k \}$ where $u_j$ is a feature vector for $j$th candidate segment containing $m$ features i.e. $u_j = \{ x_1, x_2, x_3, \ldots, x_m \}$. The motivation behind these features is that neovascularization (abnormal vessels) always occur in form of bunches and they are more in density and localized within a specific window, which is calculated empirically, as compared to normal vessels. The description of features we have used for classification of healthy and unhealthy vascular segments are as following:

Area ($x_1$): The sum of vascular pixels inside a square window. Normal blood vessels are thicker than abnormal vessels.

Energy ($x_2$): The square of intensities of vessel pixels within candidate segment. Healthy vessels are normally brighter than unhealthy vessels in the inverse green channel.

Mean gradient ($x_3$): The mean value of gradient magnitude of vessels within candidate segment.

Standard deviation gradient ($x_4$): The standard deviation of vessel gradient magnitude within candidate segment.

Mean intensity ($x_5$): The normalized mean intensity value of candidate segment. It is computed by first normalizing the intensity values in candidate segment by subtracting the mean from intensity values and then dividing by the standard deviation. Final mean intensity is the mean value of normalized intensities.

Intensity variation ($x_6$): It is the ratio of mean and standard deviation value of intensity for candidate segment.

Vessel segments ($x_7$): It measures the total number of vessel segments within candidate segment. Abnormal vessels normally have more segments than normal vessels. This feature is measured using connected component analysis.

---

![Flow diagram for proposed multilayered thresholding technique for blood vessel segmentation.](image)

**Fig. 5.** Flow diagram for proposed multilayered thresholding technique for blood vessel segmentation.
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![Images of digital fundus, wavelet based enhanced vascular structure, and binary vascular mapped extracted using multilayered thresholding technique.](images)

**Fig. 6.** (a) Digital fundus image, (b) wavelet based enhanced vascular structure, and (c) binary vascular mapped extracted using multilayered thresholding technique.

---

Please cite this article in press as: Usman Akram M, et al. Detection of neovascularization in retinal images using multivariate m-Mediods based classifier. Comput Med Imaging Graph (2013), [http://dx.doi.org/10.1016/j.compmedimag.2013.06.008](http://dx.doi.org/10.1016/j.compmedimag.2013.06.008)
Blood vessel density ($x_b$): It measures the blood vessel density within candidate segment. It is useful because abnormal blood vessels are denser than normal blood vessels. It is computed by dividing total number of segments by window size i.e. $x_b = \frac{x}{w^2}$.

Vascular segment width ($x_v$): The width of vascular segments within a square window is computed using edge direction and transition in binary values. Fragile vessels normal have small width as compared to normal ones.

Vascular direction variation ($x_v^\theta$): The mean value of change in vascular segment direction. Abnormal vessels appear as irregular structure which normally have large value of mean variation in segment direction.

### 2.5. Modeling and classification of vascular segments

In this section, we present our proposed classification approach for effective modeling and recognition of abnormal vascular patterns. The proposed classification approach enhances feature space representation by employing supervised transformation to increase intra class similarity and reduce intra-class similarity. This is achieved by applying a supervised local Fisher discriminant analysis (LFDA) which identifies principal directions in the feature space that results in maximized discrimination between different classes.

More formally, let $DB = \{v_1, v_2, \ldots, v_n\}$ be a set of $n$ training samples belonging to $c$ vascular classes ($Normal, Abnormal$). The within class and between class scatter matrix is computed as:

$$N_w = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} W_{ij}^w \|v_i - v_j\|$$

$$N_b = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} W_{ij}^b \|v_i - v_j\|$$

where $\| \ldots \|$ is the Euclidean distance function and

$$W_{ij}^w = \begin{cases} \exp \left( \frac{\|v_i - v_j\|^2}{\alpha(S_j)} \right) \ast \frac{1}{n_k} & \text{iff } v_i \wedge v_j \in C_k \\ 0 & \text{otherwise} \end{cases}$$

$$W_{ij}^b = \begin{cases} \exp \left( \frac{\|v_i - v_j\|^2}{\alpha(S_j)} \right) \ast \left( \frac{1}{n_k} - \frac{1}{n_o} \right) & \text{iff } v_i \wedge v_j \in C_k \\ \frac{1}{n_k} & \text{otherwise} \end{cases}$$

where $n_k$ is the membership count of class $C_k$ and $S_j$ is the average distance of sample $v_i$ with its $k$ nearest neighbors. The value of $k$ is determined empirically and is set to $k = 7$. This local scaling of affinity matrix caters for multimodal distribution of samples within a given class. The LFDA based coefficient space representation is generated by performing generalized eigenvalue decomposition of $N_w = \lambda N_b E$ where $\lambda$ is a generalized eigenvalue and $E$ is the corresponding eigenvector. The enhanced feature space representation of vascular segments, using localized Fisher discriminant directions, is then obtained as:

$$F = \{E_1, E_2, \ldots, E_m\}$$

The enhanced feature space representation is now used to generate models of different vascular patterns and classification using the generated model. We present a multimodal $m$-Medoids based modeling and classification approach to suit the expected multimodal distribution of samples within a given vascular pattern. The proposed modelling approach is an extension of our previously proposed $m$-Medoids based modeling approach as proposed in [9]. Although the approach proposed in [9] can handle patterns with different orientation and scale, it still performs hard classification by classifying sample to a pattern which have a minimum average distance of its $k$-nearest medoids w.r.t. the test sample. The sample may not lie in the normality region of a pattern to which it is classified but may still lie in the normality range of the medoids belonging to some other class. Such medoids may represent regions of low density and thus having high normality ranges. The hardness of our previously proposed classifier will thus result in the misclassification of such samples. The proposed multimodal $m$-Medoids based modeling and classification approach targets the problem by proposing a soft classification technique that can handle the above stated problem in the presence of multimodal pattern distribution to minimize misclassification. Given a training data $DB^o$ containing enhanced feature vector representation of samples belonging to vascular class $i$, the model of normality is generated using following steps:

1. Initialize learning vector quantization (LVQ) network with $\#output$ neurons. We empirically set $\#output = 3 \ast m$ upper bounded by the number of segments present in a given class.
2. Initialize weight vectors $W_i$ (where $1 \leq i \leq \#output$) from the PDF $N(\mu, \Sigma)$ estimated from training samples in $DB^o$.
3. Determine the winning output node, indexed by $c$, as:

$$c = \arg \min_i \|W_i, F\| \quad \forall \ i$$

4. Update the weight vector $W_i$ as:

$$W_i(t + 1) = W_i(t) + \alpha(t)\|W_i, F\|$$

where $\alpha(t)$ is the learning rate of LVQ which is decreased exponentially over time $t$ using:

$$\alpha(t) = 1 - e^{2(\tau - \tau_{\text{max}})/\tau_{\text{max}}}$$

where $\tau_{\text{max}}$ is the maximum number of training iterations. We assume $\tau_{\text{max}} = 20,000$ lower bounded by the number of training samples. Setting higher values of $\tau_{\text{max}}$ increase computational burden without enhancing the quantization quality.

5. Repeat steps 3 and 4 for all the training iterations.
6. Ignore output neurons with no training sample assigned to it.
7. Identify the closest pair of weight vectors, indexed by $(a, b)$, as:

$$(a, b) = \arg \min_{(i,j)} \|W_i, W_j\| \times \sqrt{|W_i| + |W_j|} \quad \forall \ i, j \land i \neq j$$

8. Merge the identified pair of weight vectors as:

$$W_{ab} = \frac{|W_a| \times W_a + |W_b| \times W_b}{|W_a| + |W_b|}$$

where $|.|$ is the membership count function.

9. Append weight vector $W$ to the list of medoids $\text{M}^{(c)}$ model for vascular pattern $c$.

After the identification of medoids $\text{M}^{(c)}$ for vascular pattern $c$, we propose to pre-compute a set of possible normality ranges for a given vascular class. Each vascular class will then have a different set of possible normality ranges and each medoid with a modeled pattern will have a different normality range belonging to the pre-computed set depending on the distribution of samples surrounding it. A set of possible normality ranges $\text{D}^{(c)}$ for the vascular class $c$ is pre-computed as follows:

$$\text{D}^{(c)} = \{ r_1, r_2, \ldots, r_m \}$$

where $\{ r_1, r_2, \ldots, r_m \}$ are ranges of normality for each medoid $\text{M}^{(c)}$.
1 Set $D^{(c)} = \{\}$.  
2 Identify the closest pair of mediods $(i, j)$ (indexed by $(a, b)$) from $M^{(c)}$ as follows:

$$(a, b) = \text{argmin}_{(i,j)} ||M_i - M_j|| \quad \forall i, j \neq i \neq j$$  

(16)

3 Update $D^{(c)}$ using

$$D^{(c)} = D^{(c)} \cup \{||M_a, M_b||\}$$  

(17)

4 Merge the closest pair of mediods using

$$M_{ab} = \frac{|M_a| \times M_a + |M_b| \times M_b}{|M_a| + |M_b|}$$  

(18)

5 Iterate through steps 2–4 till the number of mediods gets equivalent to 1.

The possible normality ranges $D^{(c)}$ for the vascular class $c$ is now used to select customized normality range for each mediod. This is achieved by sequentially passing samples from different classes and identifying the closest medoids w.r.t. these samples. We identify that normality range from $D^{(c)}$ for a mediod which results in maximum samples from same class to fall in the normality range of that mediod (given it is identified as the closest mediod) while letting minimum samples from other classes to fall in its normality range. Having larger range values will result in correct classification of samples belonging to same class but will also absorb many samples from other classes, thus resulting in false positives. On the other hand, selecting a very tight normality boundary will not only result in rejection of samples belonging to other classes but will also result in rejection of members from same class thus resulting in false negatives. The selection of customized normality range is hence reduced to an optimization problem to select the normality range, from a set of possible normality ranges for a given class, for each mediod that reduces false positives and false negatives. The simulation of modeling process in the presence of multimodal settings is presented in Fig. 7.

Once the mediods and their corresponding normality ranges are identified, the classification of vascular segments using multimodal settings, comprises the following steps:

1 Compute the distance of query segment $Q$ with all the mediods belonging to different classes and sort them in ascending order.  
2 Initialize nearest mediod index $i$ to 1.  
3 Set $r$ to the index of $i$th nearest mediod and $c$ to the index of its corresponding class.  
4 Classify vascular segment to class $c$ if it lies in the normality range $i$th nearest mediod and terminate the classification process.  
5 Set $i = i + 1$.  
6 Iterate steps 3–5 till the value of $i$ exceeds the total number of mediods in the model. The sample in such extreme case is classified to the class of the nearest mediod in the model.

The proposed classifier is a soft classification approach which caters for the presence of multimodal distributions within and across the vascular patterns. A hard decision of classifying the vascular pattern using $k$-NN classifier would have resulted into some misclassifications. A sample may have been classified to a pattern represented by the majority of mediods from a set of $k$ nearest mediods although it may not be lying in the normality region of a pattern to which it is classified. However, it is likely that it may still fall in the normality region of the second closest but less dense pattern having larger normality range. The proposed soft classification handles this problem by checking for the membership of test sample w.r.t. different vascular classes until it falls into the normality range of some mediod. This phenomena is highlighted in Fig. 8. The samples, represented by ‘x’ marker, will be classified to blue pattern using a simple hard classification approach. On the other hand, our proposed soft classification technique correctly classifies the sample as normal members of green pattern.

The basic motivation behind proposing a novel multimodal $m$-Mediods based modeling and classification algorithm is to cater for the expected complex, multimodal and overlapping nature of distributions of samples belonging to different classes. Existing commonly used classifiers such as support vector machine (SVM), Gaussian mixture model (GMM) etc are expected to fail in catering for all of the above specified characteristics of expected class distributions. SVM is good at modeling classes with complex but well defined boundaries of class distributions. SVM tends to perform poorly when there is a significant amount of overlap in the class distributions. GMM works well when there is an overlap of classes represented by distinct pdf but is not very good in modeling complex shape classes with complex and tight borders in between them. On the other hand, the proposed multimodal $m$-Mediods classifier is expected to handle all of the above mentioned problems. The issue of multimodal distribution of samples is handled by generating more mediods at locations with dense distribution of samples and vice versa. The normality ranges of mediods are also adjusted w.r.t. density of samples around a given mediod. Mediods at denser locations are expected to have a smaller normality.
range as compared to mediods representing sparse distribution of samples. The location of mediods at different positions of class distribution enables it to model and handle any complex shaped distribution. The overlapping nature of class distribution is handled by employing a soft classifier that caters for the presence of multimodal distributions of overlapping classes. The superiority of our proposed approach as compared to competitors is further validated by performing empirical evaluation in Section 3.

2.6. Grading

Classification stage characterizes each vascular segment as normal or abnormal however the final decision about the input fundus is taken in last phase which is the grading of fundus image. It uses the output of classification to grade retina as healthy or with PDR. Grading phase uses simple set of rules to distinguish between normal and PDR image. The following set of rules are used for grading purposes:

- Healthy: No abnormal vascular segment is found.
- PDR: One or more than one vascular segments are classified as abnormal. It further has two categories:
  - NVD: One or more abnormal vessels are within the distance of one OD diameter from OD center. For this, the grading phase uses OD coordinates.
  - NVE: One or more abnormal blood vessel are found but no one is within the distance of one OD diameter from OD center.

3. Experimental results

3.1. Materials

Databases are tools for evaluation and comparisons of different algorithms and it is really necessary for proper evaluation of medical image processing related algorithms. In order to evaluate algorithms for automated screening and diagnosis of retinal disease, some of benchmark databases are publicly available. The purposes of these databases are to check the validity systems and to compare the results with existing techniques. we use four main retinal image databases for evaluation and comparison of proposed system.

DRIVE (Digital Retinal Images for Vessel Extraction) is a database which has been designed in Netherlands to evaluate and compare different algorithms on vessel segmentation [15]. The images were captured by screening of 400 diabetic patients between 25 and 90 years of age and forty of them have been selected randomly. The images were captured using Canon CR5 non-Mydriatic retinal camera with a field of view (FOV) of 45° and a resolution of 768 × 584.

One of the oldest and mostly used retinal image databases is the STARE (SStructured Analysis of RETina) dataset which was designed for structural analysis of retina [31]. There are total 81 retinal images which are acquired using Topcon TRV-50 retinal camera with 35° FOV out of which 30 are from healthy retina and remaining 51 contain different lesions related to DR. The dataset was firstly used by Hoover et al. [31] to validate their algorithms and to report their quantitative results. The database contains RGB images with 8 bit per channel and of size 700 × 605.

DIARETDB (DIabetic RETinopathy DataBase) is a database which is designed to evaluate automated lesion detection algorithms [32]. It contains 89 retinal images with different retinal abnormalities and provides a best mean to check accuracy of lesions detection. The images are captured with a 50° FOV and a resolution of 1500 × 1152. Eighty four images out of eighty nine contain different signs of DR and five represent healthy retina.

The MESSIDOR is another database which has been established to facilitate computer aided DR lesions detection [30]. The database is collected using TopCon TRC NW6 Non-Mydriatic fundus camera with 45° FOV and resolutions of 1440 × 960, 2240 × 1488 and 2304 × 1536 with 8 bits per color plane. It contains total 1200 images which are divided into three sets of 400 images and each set is further divided into 4 parts to facilitate thorough testing. Each set contains an Excel file with medical findings which can be used for testing purposes. The images are graded into different categories depending on the number and position of lesions.

DRIVE and STARE databases contain manually segmented blood vessels and MESSIDOR database contains image level PDR information about every image. We performed manual segmentation of blood vessels and labeling of images as NVD and NVE with help of two ophthalmologists and an annotation tool developed in MATLAB platform. In addition to image level labeling, the ground truths for classification have also been created with the help of ophthalmologists who marked the vessels as abnormal in order to facilitate the detection of neovascularization. The description about each database which we collected is given in Table 1.

3.2. Results

The evaluation of computer aided diagnostic systems is very important and should be done with great care. We have thoroughly tested our proposed system. The accuracy of PDR detection solely depends on reliable extraction of blood vessels. The performance of vessel segmentation stage is evaluated using ROC curve which is a plot of true positive fraction versus false positive fraction. True positive rate (TPR) is the fraction of number of true positive (pixels that actually belong to vessels) and total number of vessel pixels in the retinal image and false positive rate (FPR) is calculated by dividing false positives (pixels that do not belong to vessels) by total number of non vessel pixels in the retinal image. The detailed comparison analysis of the proposed vessel segmentation technique with existing techniques for DRIVE and STARE databases is given in our previous work [23] and here we have just copied the results in Table 2 for readers understanding.

We have also tested vessel segmentation technique on DIARETDB and MESSIDOR databases by comparing them with manual segmentations from two ophthalmologists and proposed system achieved accuracies of 0.941 and 0.960 respectively. Fig. 9 shows the vascular extraction results for all databases.

The classification of neovascularization is performed using m-Mediods based classifier which employs LFDA for feature space enhancement. The transformation matrix obtained by

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Database description related to PDR.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Database</td>
<td>Images</td>
</tr>
<tr>
<td>DRIVE</td>
<td>40</td>
</tr>
<tr>
<td>STARE</td>
<td>81</td>
</tr>
<tr>
<td>DIARETDB</td>
<td>89</td>
</tr>
<tr>
<td>MESSIDOR</td>
<td>1200</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Comparative analysis of blood vessel segmentation.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>DRIVE</td>
</tr>
<tr>
<td>Chaudhuri et al. [18]</td>
<td>0.910</td>
</tr>
<tr>
<td>Jiang et al. [21]</td>
<td>0.912</td>
</tr>
<tr>
<td>Staal et al. [15]</td>
<td>0.952</td>
</tr>
<tr>
<td>Soares et al. [16]</td>
<td>0.961</td>
</tr>
<tr>
<td>Marin et al. [29]</td>
<td>0.958</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.963</td>
</tr>
</tbody>
</table>
applying LFDA on labeled training data is employed to extract the transformed eigenvectors of original data samples. The same transformation matrix is then applied to test data to obtain the transformed feature space representation that enhances the separation between samples belonging to different classes. Once the transformed feature space representation is generated, it is then used to generate multivariate $m$-Mediod based models of different classes using transformed feature vector representation. The parameter required for LFDA is the $k$ value which has been set empirically to $k = 7$. The parameter required to be specified for classifier is $m$ i.e. the number of mediods used to model a class. Its value is not sensitive to the performance of classifier given that we specify a reasonably high value for $m$. We have assumed $m = 70$ if we have training samples greater than 70 else $m$ is set equivalent to the number of training samples for a given class. The parameter $t_{\text{max}}$ is the maximum number of training iterations used for coarse
quantization of samples. The algorithm is not at all dependent on the accurate value of $t_{\text{max}}$. Sufficiently high value of $t_{\text{max}}$ is good enough to perform quantization of samples. Empirically, setting $t_{\text{max}} > 20,000$ gives desirable results. $t_{\text{max}}$ is lower bounded by the number of training samples and setting extremely high values for $t_{\text{max}}$ results in adding computational burden without enhancing the quality of quantization. The evaluation for abnormal blood vessel detection is done by dividing the data into two sets i.e. training and testing. The division is performed in such a way that training set consists of 70% samples from each class and testing set consists of remaining 30% of data from each class. In order to evaluate the classifier and output of overall system, we have used four parameters for evaluation purposes; i.e. sensitivity ($\text{sen}$), specificity ($\text{spec}$), accuracy ($\text{acc}$) and positive predictive value ($\text{PPV}$) given in Eqs. (19)–(22) respectively.

\[
\text{Sensitivity} = \frac{T_p}{T_p + F_N} \tag{19}
\]
\[
\text{Specificity} = \frac{T_N}{T_N + F_P} \tag{20}
\]
\[
\text{Accuracy} = \frac{T_p + T_N}{T_p + T_N + F_P + F_N} \tag{21}
\]
\[
\text{PPV} = \frac{T_p}{T_p + F_P} \tag{22}
\]

where

- $T_p$ (true positive): Segments which are classified as healthy and they also belong to healthy vessels in ground truth
- $F_p$ (false positive): Segments which are classified as healthy and they also belong to unhealthy vessels in ground truth
- $T_n$ (true negative): Segments which are classified as unhealthy and they also belong to unhealthy vessels in ground truth
- $F_n$ (false negative): Segments which are classified as unhealthy and they also belong to healthy vessels in ground truth

<table>
<thead>
<tr>
<th>Database</th>
<th>Sen</th>
<th>Spec</th>
<th>Acc</th>
<th>PPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRIVE</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>STARE</td>
<td>0.93</td>
<td>0.98</td>
<td>0.97</td>
<td>0.93</td>
</tr>
<tr>
<td>DIARETDB</td>
<td>0.90</td>
<td>0.98</td>
<td>0.97</td>
<td>0.90</td>
</tr>
<tr>
<td>MESSIDOR</td>
<td>0.98</td>
<td>0.97</td>
<td>0.98</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Fig. 11. ROC curve of proposed system for PDR grading on four retinal image databases.

Fig. 12. Fundus images graded as PDR and highlighted abnormal vessels using proposed system.
Table 4 Comparative analysis of proposed classifier with traditional classifiers for classification of NVD and NVE.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>NVD</th>
<th>NVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
<td>0.80</td>
<td>0.79</td>
</tr>
<tr>
<td>GMM</td>
<td>0.93</td>
<td>0.85</td>
</tr>
<tr>
<td>SVM</td>
<td>0.87</td>
<td>0.82</td>
</tr>
<tr>
<td>m-Medics</td>
<td>0.97</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Table 3 shows the performance evaluation result for proposed system using all four databases collectively. These experiments are repeated 10 times and the results are averaged to avoid bias in the selection of training and test samples.

Fig. 10 shows the abnormal vessels segmented by proposed system and its comparison with manually labeled abnormal vessels. The original fundus segments are given in Fig. 1(b)–(d). The vessels classified as abnormal by proposed system are marked with red color whereas manually labeled abnormal vessels are highlighted with blue color. Green color show the common pixels in manually and automated segmented abnormal vessels.

The evaluation of proposed system for detection of NVD and NVE is performed at image level and results are computed by matching the results with manual labels which were given in Table 1. The performance of proposed m-Medoids based classifier is compared with kNN, SVM and GMM and results are given in Table 4.

The kNN is implemented for k = 7 and the number of mixtures for GMM are selected as 8 with expectation maximization (EM) for parameter optimization. The SVM is implemented using least square SVM library [33].

The statistical analysis of proposed system is done with the help of receiver operating characteristics (ROC) curves which are plots of true positive rate (sensitivity) versus false positive rate (1 – specificity). This analysis is done for performance evaluation of proposed PDR grading system on different databases. Fig. 11 shows the ROC curves of proposed system for four databases. The system achieves 0.99, 0.97, 0.97 and 0.98 values of area under the curve for DRIVE, STARE, DIARETDB and MESSIDOR respectively.

Fig. 12 shows the some randomly selected fundus images which are graded as PDR by proposed system. Abnormal vessels are highlighted with white color.

4. Conclusion

PDR is an advance stage of DR and can cause severe vision loss. The early and accurate detection of PDR is important and an automated system for detection of PDR can help the ophthalmologists to save patient’s vision. This paper proposed a system for early detection and grading of PDR. The system first performed preprocessing to remove background and extracted optic disc coordinates by localizing it. The vascular abnormalities are detected by extracting blood vessels using wavelet transformation and multilayered thresholding technique. The decision for a vascular segment as healthy or unhealthy is done using a multimodel m-Medoids based classifier. Finally the proposed system graded the input retinal image as healthy or with PDR and categorized PDR in NVD and NVE. The success of proposed system depends on reliable localization of OD and accurate segmentation of blood vessels for correct grading of PDR as NVD and NVE. Moreover, we can also add tortuosity measure in features for accurate detection of abnormal vessels as they tend to take more tortuous paths than normal vessels.

The main contributions which we have made in this article are (i) a complete system for PDR detection and grading it as NVD or NVE; (ii) a detailed feature set based on properties of normal and abnormal blood vessels is proposed; (iii) a new multimodel m-Medoids based classifier is proposed for this problem in order to cater the multivariate distribution of vascular classes. The presented system achieved accuracies of 100%, 97.53%, 97.75% and 98.24% for DRIVE, STARE, DIARETDB and MESSIDOR respectively.

This work presented an improved system for PDR as compared to [11], [12] and [14] in terms of accurate vessel segmentation, feature extraction and classification for both NVD and NVE. It is clear from experiments that proposed classifier detected abnormal vessels more accurately than simple SVM based classifier which was used by [11]. The results have demonstrated that the proposed system can be used in automated detection and grading of proliferative diabetic retinopathy.
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